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= Information Management
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Information Management s e A

= Definition:
= |tis the collection and management of information

= from one or more sources

= and the distribution of that information to one or more
audiences.

* |t means the organization of and control over the
structure, processing and delivery of information.

= Examples: Recommender and Retrieval Systems
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Information Management

Structured Interaction and Retrieval

Web 2.0

‘the wildly read-vaite Web”

Web 1.0

“the mostly read-only Web”
250,000 sites 80,000,000 sites

" collective

&

. intelligence |

published
content

user
generated
content

published
content

user
generated
content

ooooo

AL LU AL L
LS d Rl L
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1 billion+ global users

Titt
e

45 million global users
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Social Aggregation:
Centralizing and Syndicating Your Online Life

- Q’) + http://friendfeed. /
flide QK" CQY+, | "uiodedon

You e o , .
Tube L @ ‘aggregation 'F!"! ell '""'-‘ ed
facebook B)j + 5 mins
— | 800 sssssssessess |
- soclal activity | 900 mevsenrmen
activity Stream | 3 hours f
o=} ago e
5 hours

&2

T 800 sesmsmms=

single feed )

@) @) (@) Source: Dion Hincheiifte, hitp:/web2. soclaicomputingmagazine.com

2006

source: hitp/iweh? wsj?2 com/

1996
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Information Management
How can we manage It?

16.07.2011

-

Personalized
and Context-aware

~

Information Management

-

/
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= Personalized and Context-aware Information
Management

= Goals
= Personalization
= Context-awareness
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Management
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Personalized and Context-aware |M Il DAI-Labor
G O aI S Distributed Artificial Intelligence Laboratory

In Recommendation and Retrieval

= Personalization
= to understand the user
= to understand the user needs
= to find semantically-related content

= Context-awareness

= To identify features that influence
the user’s (or item’s) current situation



Outline Il DAI-Labor

= Personalized and Context-aware
Information Management

= Personalization

= Personalization view
= SERUM Project
= SPIM Workshop
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Personalization Views
Semantic view
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Personalization Views Il DAI-Labor
Problems and Challenges

= Retrieval

= How can we provide individual experience?

= How can we help users in finding only relevant
iInformation?

= Recommendation

= How can we give personal recommendations?

= How can we recognize what the user wants to
pe recommended?




Personalization i ||III DAI Labor‘
SERUM Project serum ™ e s

SEmantic Recommendation and Unstructured data
Management (SERUM)

= Goal: |
= Recommend news articles @
based on the previous behavior of a user

" How: e,

= User behavior is analyzed

= Semantic knowledge is being linked to current news
articles.

= Algorithms were developed to analyze
semantic information and user behavior

16.07.2011 ITWP 2011 Workshop - ernesto.deluca@dai-labor.de 19



Personalization - SERUM i IIIII DAI Labor‘
Music and News Recommendatiorgrm = ===

= \We recommend

= semantically related entities of interest,
like similar artists or genres

= best matching news article

Artist and Band MusicalCareer T Genre
7 L B
= music domain S5
7 fa ';-- ,“"//G(’iH‘L’R('[(IHUH
/8 W i B
LovedAr =/l
i 1// /H/sz ) ..\l n/ Albums
; ; ‘ “\\ N i//mm Tracks
o Y ". w e =
. :I. || .
= We combine 7 user """ Track

= semantic/encyclopedic
knowledge graph (5.5 mio. entities)

= a large news dataset
(7.2 mio. news)
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Personalization - SERUM i Il DALL abor
R ecommen d er Ap p roacC h serum Distributed Artifical Inteligence Laboratory

= Recommendations are calculated by a meta-recommender
combining results from different recommender agents.

= Different models for
different recommendation

scenarios
= For each request the best semantic dataset

matching recommender ) 1y

models are selected recommender models H
= Path-based/latent-model | v

based recommenders "~ recommendations

U
result list
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Personalization - SERUM i IIIII DAI Labor‘
User Profile Management (UPM) seum ™ e

Our Goals:

= Understand user interests / needs
= Tracking user behaviour on dynamic websites
= Recommend user-relevant information

= Create user profiles

= Tracking and understanding relations
between content on dynamic websites

= |ncluding user interests / needs
= Aggregation of different user profiles from different applications
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Personalization - SERUM

UPM: Techniques Behind

= Using Events allows us to track:
= Where the user is active

= What is he doing (scrolling, typing)
= |s he active

w_ [l DAI-Labor

serum Distributed Artificial Intelligence Laboratory

( I
= Mouse — Eye | S
I . G \Click
correlation W |
Activity - Scroll
oy,
/?j/\ /\d\e Server
User t \/ )
Web Page

= Next step is to understand WHY the user is doing this?

16.07.2011
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Personalization - SERUM i Il DAI-Labor
UPM: Ontology-based UPM serum 5 s

= Collecting meta information

= Defining relations between different parts and content of
the website

~ ™
"'-1\
. \ Se
o Relaté t areh
o ol ot
CﬁVf ead Spon
b l— article
Relate to. Server
U
ser j/ )

Web Page

- Can we improve recommendation quality
using semantically enriched user profiles?
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Personalization - SERUM
UPM: Semantic Enrichment

@ ‘Madonna | electronic

pop

Bjork

sl 11 ||| S

a) Users with distinct profiles

@ Madonni| electronic

electronic

pop

Bjork

16.07.2011

b) Users with overlapping profiles

il DAI-Labor

Distributed Artificial Intelligence Laboratory

Simplified visualization of
the initial cold start
problem.

a) Before the enrichment,
there is no overlap
between the different user
profiles and collaborative
filtering is not possible.

b) After the enrichment,
the user profiles overlap
and collaborative filtering
IS possible

ITWP 2011 Workshop - ernesto.deluca@dai-labor.de 25



Personalization - SERUM i ||I|I DAI Labor‘
Lesson Learned Serum " obbusa i notgors

New semantic approach
= to overcome the cold start problem

= Enriched user profiles with data from
semantic encyclopedic datasets.

= Depending on the scenario,
the profile enrichment improves the recommendation quality.

Semantically Enriched Profile
= works very well for users with an unusual music taste

= not helpful for users with large profiles or a popular music
taste
(Freebase data contains general domain information, and for

users with a common taste more or less universal knowledge is
added).



Personalization - SERUM i Il DAI-Labor

serum

D e m O Distributed Artificial Intelligence Laboratory

Il DAl-Labor
i neofonie*
serum semantic recommendation and unstructured data management
Home Nachrichteniibersicht
Personalisierte Musikempfehlungen
In den Nachrichten
Welcher Kiinstler gefallt Ihnen? 1. Phil Collins 2. Dieter Bohlen
| keine Erkl a (W) 3. Stefan Raab 4. Wolfgang Niedec..
ene Arungen 5. Paris Hilton 6. Eric Clapton
7. Mariah Carey 8. Johnny Depp
9. Nelly Furtado 10. Justin Timberlake

Letzte Anfragen

3 & Al

-

Serum Demo

16.07.2011 ITWP 2011 Workshop - ernesto.deluca@dai-labor.de 27



Personalization - Our Workshop Il DAI-Labor

2 n d S P I M WO r kS h O p Distributed Artificial Intelligence Laboratory

2nd Workshop on
Semantic Personalized Information Management: A

Retrieval and Recommendation
23/24 October in Bonn, Germany ‘ ‘
in conjunction with ISWC 2011

Topics of interest include, but not limited, to following aspects:
= Exploiting Linked Open Data for PIM

=  Semantic search, Semantic exploratory browsing, Semantic
recommenders

= Ontology-based user modeling and user model aggregation

= Use of semantic technologies in UI/HCI

= Hybridizing Semantic Web and Machine Learning techniques for PIM
= New personalization algorithms for large semantic data sets

= Applications for SPIM
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= Personalized and Context-aware
Information Management

= Context-awareness

= QOverview
= KMUIE Project
= CAMRa Challenge
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C O n teXt D efl n I tl O n Distributed Artificial Intelligence Laboratory

= Context Is [Dey 2001]
“any information that can be used to
characterise the situation of entities”

= |nterpreting this definition in a
recommender systems scenario

= context can be seen as any feature that
affects the user’s, or the item’s current
situation, I.e. time of day, location, weather,
company, etc., etc.



Context-awareness “- DAI-Labor'
Why do we need Context?

= Filters relevant |
information |

= Ad hoc
recommendations

= Aware of changes “ /%

— ‘THE SITUATION

-_— v
e
- » 20
* e
|

= What is context?
= Where do we find it? . — , J
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Context-awareness

: . il DAI-Labor
Context-aware information i 1 o it

= |t iIs widely available in various ways

= Interaction patterns, location, devices,

annotations, query suggestions and user
profiles

= |t Is becoming more and more important for

= enhancement of retrieval performance and
recommendation results

= personalization and adaptation of information



Context-awareness Il DAI- Labor‘

Distributed Artificial Intelligence Labor:

Context-aware information

Recommendation

= |tem context
= Seasonal (Christmas, Oscar’s)
= Relation (movie sequel, director, actor)

s Tlr'.':ﬁrkmw @ |

= User context
= Surroundings (weather, location)
= Company (alone, with friends)
= Mood/emotions
= any user related factor
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Context-aware Recommenders L

= Adomavicius and Tuzhilin [2011] divide context-aware
recommender systems into three types:

= Contextual Pre-Filtering, where context directs data
selection

= Contextual Post-Filtering, where context is used for
filtering recommendations computed by traditional
approaches.

= Contextual Modeling, where context is directly integrated
iInto the model

= Variants and combinations are possible

16.07.2011 ITWP 2011 Workshop - ernesto.deluca@dai-labor.de 34
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Kmule Project

Context-aware Multimedia Recommender Systems
[Kontextbasiertes Multimedia-Empfehlungssystem]
(KMUIE)

= Goal:

= implicit identification of context-related preferences
based on analysis of users’ interaction histories
and current usage contexts

= How:

= Key contextual and metadata features are identified and used
for the creation of several sets of
user-specific and context-aware recommendations.

Supported by:

* Federal Min: t
of Economic

adTI ou

nthe bha Tddrl'i
\Tl J & t: n Bunde I 10



Context-awarenes.s - KMULE ||III DAI Labor'
Demographic Context BB e

= We evaluated different demographic user features for
Improving movie recommendations.

= Utilizing user-user relations Iin a recommendation
scenario one could improve the quality of
recommendations.

= Said et al. [2010] showed that different social groups have
difference in taste when it comes to movies as well.

= Similar Work:

= Weber and Castillo [2010] used demographic information
like average income, race, etc. to find difference between
groups in a search engine scenario. Demographic data
boost the quality of different IR tasks.



Context-awareness - KMULE IIIII DAI Labor'

Demographic Context
= Users in the 75.00%

same demographic group

are "more important” 20,00%

than those who are most
similar to the user

15,00%

MAP

= Simply: making the number 10,00% =P@10
of a user’s peers smaller

= Potentially high 5,00%
Improvements I

= More data = better results SO Came city Same age Same sex
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Home/Cinema Context oA L

Inferred Contextual User Model (CUP)

= A user profile, similar to the “micro-profile” concept by
Baltrunas and Amatriain [2009].

= based on a combination of movie meta-data and the creation
time of the rating (i.e. the time when the movie was rated by
a user)

= Assumption:

= movies rated within two months of their cinema premiere date
—> seen in cinema

= movies rated later > seen at home.

-> context-aware sub-profiles



Context-awa.reness - KMULE IIIII DAI Labor'
Home/Cinema Context

= Recommending movies based on where they are to
be seen (cinema or at home)

= User-movie and user-movie-context (CUP) matrix
example: —
U U U ou, Y
m, 1] 3 < m, 1 3 s
m, 4 4 m, s s
m, S 2 m, B 2
m, s | 3 3 m, 5 3 3
m, 3|af 1 m, | 3 | « | 2 1
(a) The ongnal, uncontextu- (b) The same set of users, after having
alized user-rating structure. been divided mnto two CUPs where ap-

plhicable. Some users will only have one
CUP (1.e. they have only seen movies at
home, or at the cinemas).

Improvement. Recommendations using contextualized user profiles
between 40% (P@1, K=100) and 66% (P@20, K=200) in precision.
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L e SS O n L e arn e d Distributed Artificial Intelligence Laboratory

Demographic Context

= Demographic and social-related information
help to give better recommendations

Contextual User Profile

= The results confirm the notion of “situated action”, where
users have separated rating profiles depending on the
combination of where, how and when (context)
the movie is seen.



Context-awareness

CAMRa 2010 Motivation

il DAI-Labor

Distributed Artificial Intelligence Laboratory

Current SOA systems are generally context-ignorant,
CAMRa focused on identifying and utilizing contextual
data in real-life data from Moviepilot and Eilmtipset.

''''' C h al I en g eon CO N teXt -aware M OVi a

§  Yojimbo
§  Twin Peaks

5 Ran
5 Oldboy

S  There Will Be Blo
&  The Great Dictatoy

5 Harold and Maudsd}

Recommendation (CAMRa2010)

joint event with the Workshop on Context-aware
Recommender Systems (CARS-2010)
In conjunction with the ACM Recommender Systems
2010 Conference (RecSys2010).

http //2010 camrachallenqe com

www.moviepilot.com

_5 Persona
B Kiotkifil bi
%  Festen :
www.filmtipset.se
16.07.2011
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CAMRa 2010 Organizers el g S

L

I DAI-Labor

CC IRML

@\E Information Retrieval
& Machine Learnin ing

Co-organized by Industry :
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Context-awareness Il DAI-Labor

CAMRa 2010 Goals

= CAMRa2010 aimed at boosting the research of context-
awareness in recommender system.

= CAMRa focused on |
identifying contextual features in datasets |
and generating context-aware movie recommendations.

= Two datasets,
gathered by the Moviepilot and Filmtipset online movie
recommendation communities,
were released exclusively for the challenge.



Context-awareness Il DAI-Labor

CAMRa 2010 Datasets

Moviepilot Statistics [ LN LELE

Filmtipset Statistics [luRI=El=a8=]=

= > 05, 000 users

= > 75,000 movies

= > 20 Million ratings

= user generated lists/topics
= user assigned similiarities
= Rating scale 1-5

> 100, 000 users
> 40, 000 movies
> 6 Million ratings

tags (emotions, intended audiences,
etc)

listings (cinema, tv, etc)
Rating scale 1-10

44
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Moviepilot Dataset

Place Keyword
Time Keyword

Movie Plot Keyword .
Intended
Audience

Moviepilot
Entity-Relations &
Rating Distribution

U Rating
S5 Favoured/disfavoured

e - moviepilot mood
4000 - - moviepilot weekly _

3500

# of ratings

1500
1000

500

00 05 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
rating
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Filmtipset Dataset

° @ o Filmtipset
Entity-Relations &

wrote Role

rated . . . .

Rating Distribution
User Favoured/disfavoured similar to

rated

wrote
% x 10° r r [
-filmtipset weekly

-filmtipset social

# of ratings

1 2 3 4
rating
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Context-awareness | ”“. DAI-Labor‘
Recommendation Tracks

= The participants could participate
INn three recommendation tracks:
= recommend movies based on
= (1) the time of the year and special events,

= (2) social relations of users, and
= (3) a user’s (implicit) mood.

16.07.2011 ITWP 2011 Workshop - ernesto.deluca@dai-labor.de 47



Context-awareness | ||III DAI Labor‘
Recommendation Tracks ot v

CAMRa offers four datasets for three different tracks

= Track 1 — Moviepilot and Filmtipset Weekly recommendation
= One dataset from each website
= Recommendations for calendar week 52 2009 (Christmas)
= Recommendation for calendar week 9 2010 (Oscar’s)
= Live Evaluation of best performing teams with real users

= Track 2 — Moviepilot Mood
= Dataset from Moviepilot
= Recommendations for certain users and one certain mood

= Track 3 — Filmtipset Social
= Dataset from Filmtipset
= Recommendations for certain users based on their social relations



Context-awareness - CAMRa 2010 Tracks ||III D AI Labor‘

Week Track (Moviepilot & Filmtipset) ===

= Approaches

= [Gantner et al. 2010] used an approach from tag recommendation.
Pairwise Interaction Tensor Factorization (PITF) where weeks
were used to form user-movie-weeks tensors (Moviepilot data).

= [Liu et al. 2010] implemented a time-aware collaborative filtering
model using matrix factorization (Both tracks and datasets).

= [Campos et al, 2010] presented a time-based kNN recommender
(Filmtipset data).

= [Brenner et al, 2010] presented a regression models-based approach
(Filmtipset data).

- It is better to recommend the movies that were most popular in the
10 days before the Oscar ceremonies than to use item-based
collaborative filtering on the full dataset!
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Mood Track (Moviepilot) o e L

= Approaches

= [Shi et al, 2010] an extended matrix factorization model that
Included mood information.

= [Wang et al, 2010] used a mood and user-based hybrid kNN
weighted mean

= [Wu et al, 2010] a k-nearest-neighbor collaborative filtering algorithm
utilizing expert users.

- It Is better to use one specific mood tag than general mood tags.
It particularly helps to learn latent movie features with respect to the
specified mood.

- The general mood-based similarity only gives general closeness
measurement of two movies in terms of all their mood properties.
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Conte.xt-awareness - C.AM R.a 2010 Tracks ||III D AI Labor‘
Social Track (Filmtipset) e e

= Approaches

= [Liu et al, 2010] was, similarly to the weekly approach covered
by this paper, based on matrix factorization.

= [Diez et al, 2010], was a random-walk model utilizing the implicit
Information in friendships

= [Liu and Yuan 2010] presented and extension of traditional
collaborative filtering where social data was taken into consideration,

= [Rahmani et al, 2010] presented two approaches: a kNN approach
based on linear combinations of similarity measures between users,
and one approach based on inductive logic programming.

= incorporating the social network (similar socio-demographic or
behavioral characteristics - homophily principle) between users
as additional matrix into the matrix factorization model increases
performance.
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General Information

2nd Challenge on Context-aware
Movie Recommendation

N e in conjunction with the 2011
October 27, 2011 ACM Recommender Systems
i Conference, Chicago, IL, USA,
October 27th, 2011
http://www.camrachallenge.com

= The challenge consists of two tracks:

= In the first track, the participants are requested to
generate recommendations for households,

= In the second the focus lies on identifying which
member of a household
performed a specific rating.
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Outline I DAI-Labor

= Information Management

= Personalized and Context-aware
nformation Management

= Conclusions
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Conclusions il DAI-Labor

= Problems not covered sufficiently:
= Personalization
= Bad Recommendation
= Not relevant retrieval results

= Solutions:
= We can find and recommend semantically-related content
= We can use context to give better recommendations

= We can better support users
(user profiling and recommendation) - - @

<S>
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COHC|l.JSi0nS o M DAWLabor
Is this the digital future? e

‘ Web 2.0 Communication and

Collaboration Tools __ Semantic

(Wikis, Blogs, Social Personalised
Networks, Forums)

Information‘Spaces

Social Connectivity

Multilingualism

Recommendation |
Personalization World Wide Web __ _ __ Semantic Web
Context (URIs, HTML, HTTP) (RDFs, OWL, SPARQL)
N
Syntax Semantics
User Profile
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